
Reliability 

Nancy Burns
SESRI

May 7-10, 2012

The following slides are the property of their authors 
and are provided on this website as a public  service. 
Please do not copy or redistribute these slides without 
the written permission of all of the listed authors.



Measurement

• Measure is composed of truth and error
• Our work here is to figure out how much is 

truth and how much is error.
• Observed score, true score, measurement 

error
• X = t + e, where

– X is the observed score
– t is the true score
– e is the error



Reliability

• “A measure is reliable to the extent that it 
gives the same result again and again if 
the measurement is repeated.”

(Shively, p. 43)



Several common strategies to assess 
reliability

• Repeated measures at more than one 
point in time

• Or, more commonly, use multiple 
indicators.  

• We are going to focus, here, on multiple 
indicators.



What might multiple indicators look like?

2011 SESRI Omnibus



Or they might look like this…



Additive scales

• Rescale each variable 0-1.
• Make sure all variables are running in the 

same direction, that is “high” means the 
same thing on all of the variables and “low” 
means the same thing on all of the variables.

• Add them up and divide by the number of 
items.



What if we wanted to create a measure of 
wealth using the 2011 SESRI Omnibus Survey?

• We could explore creating a scale consisting of several 
variables:
– The total number of household employees (hhemployee)
– The total number of household vehicles (vehicles)
– The total number of properties / living quarters owned by a 

respondent’s household (propertycount)
– Whether the respondent’s household has a pool (pool)
– The number of bedrooms in household (bedrooms)
– Total household income (hhincome)

• These variables do not range in value from 0 to 1.



• Rescale variables to range from 0 to 1. 
• Use the frequencies command (under 

Analyze/Descriptive Statistics menu) to see how 
variables are currently coded & how they need to be 
transformed.

Creating a Scale



We can see that the variable “hhemployee” 
(the total number of household employees a 
respondent has) ranges from 0 to 36. We can 
create a new variable that transforms 
hhemployee to range from 0 to 1. 

Use the Transform/Compute Variable 
menu to create a new variable called 
“hhemployee01”, which divides 
“hhemployee” by 36. 

Recoding



Frequencies for Recoded Wealth Variables

Hhemployee01 vehicles01



Frequencies for Recoded Wealth Variables

propertycount01

pool



Frequencies for Recoded Wealth Variables

bedrooms01 hhincome01



We can follow the same procedure to recode variables 
measuring “museum satisfaction”.

The items listed here 
correspond to variables e14e, 
e14f, e14h, e14i, e15b, e15d, 
and e19 in your dataset. SPSS 
knows to treat values 5, 6, 7, 8, 
and 9 as missing, so we might 
expect that all of the variables 
just listed range from 1 to 4.



Frequencies for Museum Satisfaction Variables

Note: By default, SPSS only displays the labels associated with each value of a variable, not the values and 
the label, as we do above. To get SPSS to show both, open the Edit / Options menu and choose the “Output 
Labels” tab. Under “Variable value in item labels shown as” choose “Values and labels.”

We see that the values of 
the museum satisfaction 
variables actually range 
from 1 to 5, which is why it 
is always good practice to 
check the frequencies of 
your variables before 
recoding.

We can also notice that 
these variables are coded 
such that higher values 
indicate dissatisfaction. We 
may want to reverse the 
order of coding so that 
higher values indicate 
satisfaction.



Recoding Museum Satisfaction Variables 
We can use the 
Transform/Compute Variable 
menu to create a new variable 
called “staff01”, which will be 
the name for the recoded 
variable about helpfulness of 
museum staff. 

We will transform the original 
variable (e14e) so that it 
ranges from 0 to 1, rather than 
1 to 5. 

To do so, we subtract 1 from 
the variable and then divide by 
the highest number in the 
scale, which will be 4. We can 
also reverse the direction of 
the coding so that higher 
values indicate “very satisfied” 
rather than “very dissatisfied.” 
To do this, we subtract the 
variable from 1. 

Our transformation will look as follows: 
staff01=1-((e14e-1)/4).



Frequencies for Recoded Museum Satisfaction 
Variables



Frequencies for Recoded Museum Satisfaction 
Variables



Frequencies for Recoded Museum Satisfaction 
Variables



Frequencies for Recoded Museum Satisfaction 
Variables



But how can we tell whether the resulting 
measure is a good measure? 



Internal Consistency Reliability

• Our measure:  Cronbach’s Alpha
• The idea behind our measure: 

Random error varies over items.  If items 
are measuring the same construct, and if 
they each contain some different bit of 
random error, then, if the items correlate 
weakly, we might come to believe they 
contain a lot of random error.



Cronbach’s Alpha
Alpha =  (the number of items*the mean correlation 

between the items)  /   [1+ the mean correlation 
between the items *(the number of items – 1)]



What would alpha be if we just 
used 6 identical items?

• (6*1.0)/(1+1*(6-1))= 6/(1+5)=6/6=1.



What difference does the number 
of items make?

What if we have 6 items with a mean inter-item correlation 
of .5?  What is the alpha?

(6*.5)/(1+.5*(6-1))= 3/(1+.5*5)=3/(1+2.5)=
3/3.5=.86

What if we had 3 items with the same inter-item 
correlation?

(3*.5)/(1+.5(3-1))=(1.5)/(1+.5*2)=(1.5)/2=.75



• High doesn’t mean best.  Interpret it in context.
• Ways to Increase Alpha:

– Precise questions, with little space for interpretation
– Clear instructions
– Standard conditions for the interview

• Ways to (perhaps artificially) inflate or deflate 
alpha
– Single or heterogeneous method
– More or fewer indicators

Some Tips for Using Alpha



Using SPSS to Calculate Cronbach’s Alpha

• Menu: Analyze / Scale / Reliability Analysis





Notice that the “Cronbach’s  Alpha if item Deleted” column shows 
you what the value of the resulting alpha would be if you eliminated 
any of the variables from your scale.  



Generating the New Scale Variable
• Once we decide which variables should go into our scale, we can use the 

Transform / Compute Variable menu option to generate the scale variable. 
• Calculate your scale variable by adding each variable completing your scale 

and dividing by the total number of variables.

Name your 
new variable 
in the “Target 
Variable” box.



We can follow the same procedure to create a 
measure of “museum satisfaction.”







Creating a Museum Satisfaction Variable

Again, to create our 
scale variable, we 
add together the 
relevant variables 
and divide by the 
total number. 



Thought experiment
• Here are two sets of reliability analyses, one for 

women and one for men.    They use exactly the 
same wealth-related variables we just used.

• Interpret the differences between the two. Are some 
measures more central to the measurement of 
wealth for women than for men?   What do you 
make of the differences between the Alphas across 
the two groups? Do you see format effects in these 
results?



Pre-tests for Item selection for a production 
study

If we only had space for 4 measures of wealth, which 
would they be?



Qatari Men



Qatari Women



Qatari Men



Qatari Women



Computer Exercise

Carry out a reliability analysis for the 
museum assessment items we worked 
with earlier in this session.  What artificially 
inflates or deflates alpha?  What 
recommendations would you make for 
inclusion of items on museum assessment 
in the next survey, if reliability were your 
only criteria?
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